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Abstract 

While speech input has improved dramatically in the 

past few years, reviewing and editing the dictated text 

during non-visual use is a known challenge. This 

position paper describes this problem and outlines 

ongoing and future work plans to address it.    
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Research Problem and Use Scenario 

Speech recognition has improved considerably in the 

past few years with deep learning advances [18], to the 

point where it is now faster and more accurate than 

using a mobile touchscreen keyboard [22]. The 

importance of speech input is also increasing along with 

the popularity of wearable and smart devices such as 

Google Home and Amazon Echo that have small or non-

existent visual displays and may need to support at-a-

distance interaction. 

Unfortunately, reviewing and editing dictated text is a 

bottleneck for speech input [15]. Despite advances in 
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speech recognition accuracy, it is still hard to 

completely remove recognition errors due to issues 

such as the ambiguity of words (e.g., homophones or 

pronouns) and background noise [14,24]. Using speech 

itself to correct errors can sometimes have cascading 

side effects [15] and users may instead prefer to use 

manual touchscreen input for correction [22].  

Speech is particularly useful for non-visual contexts 

such as for blind or visually impaired users, dictation 

while driving or walking, or at-a-distance interaction 

with smart devices. The downside, however, is that 

non-visual use makes correcting errors even more time 

consuming because reviewing and editing errors needs 

to be done by listening to the text-to-speech output. 

Azenkot and Lee [1], for example, showed that blind 

users use speech input at higher rates than sighted 

users but also that blind users spend 80% of their 

speech input time correcting errors [27]. The study also 

highlighted the difficulty of even identifying that speech 

recognition errors exist when reviewing the dictated 

text using a screen reader (i.e., audio output). One 

example provided is “lost my sight” versus “lost my 

site”, which both sound similar. This problem likely also 

extends to sighted users in eyes-free contexts.  

While we are interested in non-visual use scenarios in 

general, our specific focus is to support blind and 

visually impaired users who use screen readers (i.e., 

audio-based interaction). Though Azenkot and Lee [1] 

presented text reviewing as a challenge in using speech 

input by blind users, they did not provide a quantitative 

analysis of this challenge, nor did they propose 

mechanisms to address it. These are our goals. 

Our Background 

Our research team has experience with mobile text 

entry and with mobile and wearable interaction for 

blind and visually impaired users. 

Touchscreen Text Entry 

Hong et al. developed, SplitBoard, a smartwatch 

QWERTY keyboard where only the left or right half of 

the keyboard is shown at once, thus increasing the size 

of individual keys [11]. Users can switch between the 

two halves with a swipe gesture and select a key by 

tapping. In a comparison against other keyboards, 

including QWERTY and ZoomBoard, across different 

screen sizes, and with varied activity levels (i.e., 

with/without walking), SplitBoard was faster than 

ZoomBoard and more accurate than QWERTY [12].  

We have also proposed and studied adaptive 

touchscreen keyboards [6,7,10]. This work has 

included characterizing ten-finger touchscreen input 

patterns [7], building and evaluating a keyboard that 

adapts to each user’s unique typing patterns [6], and 

addressing the difficulty of walking and typing on a 

smartphone by modeling and compensating for the 

effects of a user’s physical steps on input [10]. 

Accessible Mobile and Wearable Interaction 

We have also conducted several studies on mobile and 

wearable interaction for blind and visually impaired 

users. Ye et al. [27], for example, surveyed 215 

visually impaired and sighted participants and 

interviewed 10 participants with visual impairments to 

explore the challenges and potential accessibility 

opportunities of mobile and wearable devices. Although 

the focus was on higher-level themes such as social 

interaction and privacy, the study confirmed that blind 



 

users make use of speech input more often than 

sighted users. The following situations were commonly 

cited for not wanting to use speech input: noisy 

environments, privacy concerns, and quiet but public 

environments such as churches or libraries.  

As another example of our work in this space, Oh et al. 

[20] proposed and evaluated automated techniques to 

help novice blind touchscreen users learn touchscreen 

gestures. The techniques included both automatically 

generated verbal instructions and gesture sonification, 

that is, creating sounds to represent the speed and 

shape characteristics of a gesture. For sonification, 

changes in pitch were found to be the most 

distinguishable for communicating a gesture’s shape 

and movement direction. Related to speech input 

correction, we are exploring whether these and other 

sonification attributes are useful for audibly highlighting 

possible errors. 

Related Work 

Editing Text Using Visual Output 

Editing text is known to be a significant challenge when 

using speech input interfaces. A study by Karat et al. 

showed that the editing process requires 66% of a 

user’s time when using speech input even with a visual 

interface [15], although this number may be lower with 

modern speech recognition engines.  

Prior studies have developed interfaces for editing text 

from speech input. Some of them use multimodal input, 

combining speech input with other types of input 

methods such as a touchscreen gestures and a 

keyboard [8,9,23]. One approach is to combine speech, 

drawing, and handwriting to correct errors [5]. This 

approach makes it easier for users to select and correct 

errors than using speech only. But, it is not suitable in 

a non-visual context because it requires that users 

draw gestures at specific locations on the screen (i.e., 

over the text they would like to correct). Another 

approach is to suggest a set of alternative words when 

the user selects a word to correct; these alternatives 

are suggested based on their similarity in oral 

pronunciation [13,16,19,26]. However, though the list 

of alternative words may contain the correct word, 

navigating that list while using audio-only output (e.g., 

with a screenreader) is likely to be much less efficient 

than scanning it visually.  

Unimodal speech input has also been investigated for 

error correction. For example, Choi et al. [4] used 

speech input as a way to correct errors as well as enter 

new text. Error correction using only speech input 

would be appropriate for non-visual contexts, but, as 

mentioned earlier, unimodal correction suffers from 

cascading side effects [15]—even when the user has 

the luxury of visually viewing the results of their speech 

input and correction efforts. 

Non-Visual Text Input 

Commercial screenreaders for blind and visually 

impaired users allow for manual text entry on 

touchscreen keyboards. For example, the VoiceOver 

screenreader on Apple iOS devices reads each key 

aloud to enable blind people to use the standard 

QWERTY keyboard.  

Many research examples also exist for non-visual text 

entry, although the focus has been on entering rather 

than correcting text. Non-QWERTY keyboards based on 

Braille have been designed and evaluated for blind and 

visually impaired users [2,17,21] . Touchscreen 



 

gestures have also been used to select keys without the 

need for precise visual targeting [3]. However, these 

keyboards require the users to repeatedly use a 

touchscreen gestures to explore and edit the text at the 

level of individual characters. Graffiti is another 

approach where users could enter text non-visually by 

drawing characters on a touchscreen [25]; the Apple 

Watch provides a similar approach to complement 

speech dictation. This character-based gestural entry, 

however, is likely to be much more time consuming 

that speech dictation.  

Ongoing and Future Work 

In ongoing work, we are studying how well users can 

identify dictation errors based on text-to-speech 

output. As already mentioned, Azenkot and Lee [1] 

found that it is difficult for blind users to identify errors 

that sound like the intended text (e.g., “site” vs. 

“cite”). But, how often do such errors occur and what 

factors affect a user’s ability to detect them? Two 

factors we are exploring are whether the user is a 

native English speaker or not (assuming English speech 

dictation) and the level background noise. Our 

preliminary findings suggest, for example, that the 

word error rate is higher with non-native speakers than 

native speakers. We are also designing and evaluating 

mechanisms to improve speech-based error 

identification and correction during non-visual use. 

Attending the CHI workshop at this formative stage in 

our research will be useful for helping guide our efforts. 
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